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The conduction rate of water through (8,8) and (9,9) carbon nanotubes at 300 K and a pressure
difference of 220 MPa is investigated using molecular dynamics simulations. The TIP3P, SPC/E, and
TIP4P/2005 water models are considered. The pressure-driven flow rate is found to be strongly model
dependent for both nanotubes. The fastest model (TIP3P) has a flow rate that is approximately five
times faster than the slowest (TIP4P/2005). It is shown that the flow rate is significantly influenced
by the structure taken on by the water molecules confined in the nanotube channels. The slower
models, TIP4P/2005 and SPC/E, tend to favor stacked ring arrangements, with the molecules of a
ring moving together through the nanotube, in what we term a “cluster-by-cluster” conduction mode.
Confined TIP3P water has a much weaker tendency to form ring structures, and those that do form
are fragile and break apart under flow conditions. This creates a much faster “diffusive” conduction
mode where the water molecules mainly move through the tube as individual particles, rather than as
components of a larger cluster. Our results demonstrate that water models developed to describe the
properties of bulk water can behave very differently in confined situations. © 2014 AIP Publishing
LLC. [http://dx.doi.org/10.1063/1.4896689]

I. INTRODUCTION

Understanding mass transport through nanoscale chan-
nels is of much current interest, ranging in relevance from
biological channels to the search for efficient nano-filtration
membranes. In particular, the flow of water and interesting
solutes such as ions through carbon nanotubes (CNTs) has re-
ceived a great deal of attention, and is the focus of an ongoing,
substantial research effort.1–3 Recent experiments4–6 have re-
ported high water conductance rates through CNTs, and com-
puter simulations have been widely employed in an effort to
understand water conduction through CNTs, as well as solute
conduction and nanotube selectivity.7–29

During the past decade, there have been many investiga-
tions of the characteristics of CNTs, including possible modi-
fications, that could influence water and/or solute conduction.
For example, channel size,18, 27 charge modification,22 chem-
ical modification,19 and nanotube defects25 have been con-
sidered. However, we note that in most simulation studies a
particular water model, such as TIP3P,10–24, 30 SPC/E,7–9, 31

TIP5P,26–28, 32 etc., has been adopted, but there has been lit-
tle discussion of how different water models might influence
flow rates. Some authors have considered more than one wa-
ter model, and have noted some similarities and differences,29

but there appears to have been no systematic study of different
models under pressure-driven, non-equilibrium conditions.

There have been a few systematic model comparisons
employing equilibrium molecular dynamics (MD) simula-
tions. Recently, Nakamura and Ohno33 investigated the struc-
ture of water in (8,8) and (9,9) CNTs, and their work is
particularly interesting because they found substantial struc-

a)patey@chem.ubc.ca

tural differences when they compared the TIP3P, TIP4P, and
TIP5P-E34 forcefields. TIP3P water was less ordered than the
other two models, which tended to form stacked ring struc-
tures. Alexiadis and Kassinos35, 36 examined density, hydro-
gen bonding, and self-diffusivity of water confined in CNTs
of various diameters, and reached a similar conclusion con-
cerning the relative lack of order displayed by TIP3P. This
is also consistent with the results of Bauer et al.37 who con-
sidered different water models confined between hydrophobic
surfaces.

However, as noted above, all of these model comparisons
apply to equilibrium conditions, and not to pressure-driven
flow. Therefore, in the present paper we investigate the be-
havior of three water models undergoing pressure-driven flow
under identical conditions. The models considered are TIP3P,
SPC/E, and TIP4P/2005.38 We selected the TIP3P and SPC/E
models because they are among the most popular water mod-
els, and included TIP4P/2005 because it gives a very good de-
scription of ambient bulk water.39 We consider both (8,8) and
(9,9) CNTs, and find substantially different flow rates for the
different models. At a pressure differences of 220 MPa, the
flow rate for TIP3P is approximately five times higher than
that of TIP4P/2005, with SPC/E lying between the two, but
closer to TIP4P/2005. We trace the different flow rates to the
different structure of the confined water, and show that de-
pending on the amount and nature of the structure, one can
have different modes of water conduction.

It is important to emphasize that the results reported
here are applicable to (8,8) and (9,9) nanotubes which are
wide enough to accommodate water structures such as four-,
five-, and six-membered rings. In narrower nanotubes [e.g.,
(6,6)] such structures do not occur and water molecules in the
nanotube channel form only hydrogen-bonded chains.10–17

0021-9606/2014/141(18)/18C518/7/$30.00 © 2014 AIP Publishing LLC141, 18C518-1

 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:

147.33.58.104 On: Fri, 20 Mar 2015 16:03:54

http://dx.doi.org/10.1063/1.4896689
http://dx.doi.org/10.1063/1.4896689
http://dx.doi.org/10.1063/1.4896689
mailto: patey@chem.ubc.ca
http://crossmark.crossref.org/dialog/?doi=10.1063/1.4896689&domain=pdf&date_stamp=2014-10-02


18C518-2 L. Liu and G. N. Patey J. Chem. Phys. 141, 18C518 (2014)

We would not expect the single-file conduction mode10, 12 ob-
served for such nanotudes to be very sensitive to the water
model employed because the differing tendencies of water
models to form ring structures is not a factor in nanotubes
which are too narrow for such structures to occur.

The remainder of this paper is divided into three parts.
The model and simulation method are described in Sec. II,
the results in Sec. III, and our conclusions are summarized in
Sec. IV.

II. MODELS AND METHODS

The simulation setup is illustrated in Fig. 1. Parallel
graphene sheets located in the xy plane are used to divide
the simulation cell into two regions connected by a carbon
nanotube, with its symmetry axis parallel to z. Appropriate
openings are made in the graphene sheet allowing water to
pass through the nanotube joining the two regions of the sim-
ulation cell. The graphene sheets together with the nanotube
can be viewed as a part of a water permeable membrane. The
membrane is rigid with the positions of all carbon atoms held
fixed during the simulation. In this paper, we consider (8,8)
and (9,9) armchair CNTs. To estimate the water density, the
volume of the water bearing region of the cell, including the
nanotube, is calculated assuming that a carbon atom has a van
der Waals radius of 0.17 nm. This gives effective internal di-
ameters of 0.75 nm and 0.88 nm for the (8,8) and (9,9) CNTs,
respectively. In all simulations the nanotube length was fixed
at 3.561 nm, and unless otherwise stated the (x, y, z) cell di-
mensions were (5.116 nm, 5.168 nm, 7.569 nm). The density
of water was fixed at 1 g/ml, such that the simulations in-

FIG. 1. Diagram of the simulation cell. Carbon atoms are cyan, oxygen
atoms are red, and hydrogen atoms are gray. The blue shading denotes the
regions where the external force is applied. The (x, y, z) cell dimensions are
(5.116 nm, 5.168 nm, 7.569 nm), the nanotube is 3.561 nm long.

TABLE I. Forcefield parameters used in the simulations. σ is in Å, ε is in
kJ/mol, and charges are in units of e.

Water model σO εO qH qO qM

TIP4P/2005 3.1589 0.7749 +0.5564 0 −1.1128
SPC/E 3.1658 0.6502 +0.4238 −0.8476 0
TIP3P 3.1506 0.6364 +0.4170 −0.8340 0

Carbon model σC εC qC

AMBER03 3.3997 0.3598 0

cluded 3299 and 3322 water molecules for the (8,8) and (9,9)
CNTs, respectively.

In our simulations a pressure difference across the mem-
brane is created by applying an appropriate force in the z di-
rection to a layer of water molecules, ideally located far from
the membrane (see below). To ensure that our results are not
unduly sensitive to this distance, some simulations were car-
ried out at essentially double the z dimension of the bulk water
region, requiring in excess of 6000 water molecules. As dis-
cussed below, these simulations revealed no significant quali-
tative dependence of conduction rates on the size of the bulk
region.

We consider three commonly used water models:
TIP4P/2005,38 SPC/E,31 and TIP3P.30 We are particularly in-
terested in the TIP4P/2005 model because of its excellent de-
scriptions of overall water properties.39 In our model systems
all site-site interactions consist of Lennard-Jones (LJ) and/or
Coulombic terms. The interaction parameters for all three wa-
ter models as well as for carbon atoms are summarized in
Table I. The parameters for a carbon atom are adopted from
the AMBER03 forcefield.40 The Lorentz-Berthelot combin-
ing rules are used to calculate the Lennard-Jones interactions.

All MD simulations were carried out using the
GROMACS 4.5.5 package.41 Three dimensional periodic
boundary conditions (PBC) were applied, and the particle
mesh Ewald algorithm42 was used to compute electrostatic
interactions. The temperature was controlled at 300 K em-
ploying a refined velocity rescaling algorithm.43 A time step
of 1 fs was used in the simulations, which were typically per-
formed for 10 ns. Approximately 1 ns was required to achieve
steady state flow, and data for analysis were collected over
the remaining 9 ns. For each CNT/water model combination
considered, five “replica” simulations with different initial
conditions were performed in order to estimate statistical un-
certainties. The results presented below are averages of the
five replica results.

In order to create a pressure difference, �p, across the
membrane we use the method proposed by Zhu et al.44 In
this method, a constant force in the z direction is applied to
a subset of water molecules located at the top and bottom of
the periodic simulation cell (see Fig. 1). This corresponds to
a pressure difference of

�p = nf

A
, (1)

where n is the total number of molecules in the subset, f is
the constant force, and A is the area of membrane. In our
simulations the subset of molecules experiencing the force
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were located in two layers each 0.2 nm thick, as shown in
Fig. 1. On average this subset included ∼360 water
molecules. Note that the force is applied only to the oxygen
atoms of the water molecules to avoid instigating additional
molecular rotation. In order to efficiently implement this algo-
rithm on the GROMACS platform, the subset list was updated
every 10 ps, rather than at every time step. However, this does
not influence the observed flow rates, which were the same for
update times of 5 or 25 ps. We also verified that within rea-
son varying the thickness of the layers (e.g., increasing to 0.4
nm) over which the force is applied has no significant quali-
tative effect, which, as noted above, is also true of the amount
of bulk water included in the cell. All results reported in this
paper are for a pressure difference of 220 MPa.

III. RESULTS AND DISCUSSION

The flow rate, defined as the number of molecules that
pass through the nanotube (enter one end and exit the other)
per unit time, is often used to describe and compare the con-
duction behavior of CNTs.7, 22 Cumulative counts of water
molecules passing through the nanotubes as functions of time
for typical simulations are shown in Fig. 2. Note that there are
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FIG. 2. Cumulative curves showing the number of water molecules that have
passed through (8,8) (top panel) and (9,9) (bottom panel) nanotubes as func-
tions of time. The red, blue, and green curves are for the TIP4P/2005, SPC/E,
and TIP3P models, respectively.

six systems in total, consisting of all combinations of three
water models and two CNTs of different size. From Fig. 2
we see that the counts are essentially linear in time indicat-
ing that steady state flow has been established. In all systems,
we observe only unidirectional flow as expected for a pres-
sure difference as high as 220 MPa. It is also obvious from
Fig. 2 that the flow rates are not the same for the different
water models.

Average flow rates together with standard deviations es-
timated using five independent simulations each of 10 ns are
given in Table II. The flow rates obtained for larger systems
containing more bulk water as described above are also in-
cluded. Only two simulations of 5 ns each were carried out
for the larger systems, so no error estimates were obtained.
Nevertheless, for all six systems we note that the larger sys-
tem values are close to those of the smaller system, particu-
larly considering the error estimates for the smaller system.
The results given in Table II demonstrate that for identical
conditions the flow rates can strongly depend on the wa-
ter model employed. The TIP3P model has the highest flow
rate, TIP4P/2005 water is slower by approximately a factor of
five, and SPC/E lies in between but is also much slower than
TIP3P.

So, why do different water models exhibit such different
flow rates? To address this question, we examine the structure
of water confined within the nanotubes. Based on examina-
tion of different configurations for different water models, it
proved instructive to classify confined water molecules as be-
ing in one of two potential states. We label one state “ring-
bound” indicating that the molecule forms a ring configura-
tion together with other adjacent molecules. Ring configu-
rations are defined as collections of four, five, or six water
molecules arranged such that to within some specified width,
their oxygen atoms lie in a plane orthogonal to the symmetry
axis of the nanotube. In our analysis, molecules are consid-
ered to be part of the same ring configuration if the differences
in the axial coordinates of their oxygen atoms are all less
than 0.15 nm. We find that this condition is sufficient to iden-
tify ring structures that are essentially planar. Because of spa-
tial constraint, four member rings (square configurations) are
dominant within the (8,8) nanotube, whereas five (pentagons)
and six (hexagons) member rings can be found in the larger
(9,9) nanotube. As an example, a four member square ring is

TABLE II. Selected properties for different water models in the (8,8) and
(9,9) nanotubes. “Flow rate” is the average number of water molecules pass-
ing through the nanotube channel during a period of 1 ns. The rightmost
numbers in the “Flow rate” column are the values obtained with the larger
system containing approximately twice as much bulk water, as described in
the text. The numbers in parenthesis are estimated standard deviations. “Hy-
drogen bonds” indicates the average number of hydrogen bonds per water
molecule located within the nanotube.

(8,8) nanotube (9,9) nanotube

Water model Flow rate Hydrogen bonds Flow rate Hydrogen bonds

TIP4P/2005 51 (4); 48 3.28 107 (6); 116 3.22
SPC/E 111 (4); 120 3.02 134 (14); 152 3.28
TIP3P 287 (5); 287 2.66 492 (15); 502 2.75
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FIG. 3. (Top panel) A square ring of water molecules in the (8,8) nanotube.
Carbon atoms are cyan, oxygen atoms are red, and hydrogen atoms are gray.
The black dotted lines indicate hydrogen bonds. (Bottom panel) A configu-
rational snapshot of TIP4P/2005 water in the (9,9) nanotube. Ring-free wa-
ter molecules are magenta, and stacked ring structures are repeating green,
orange and yellow. Note that part of carbon nanotube is not displayed for
clarity.

illustrated in Fig. 3 (top panel). All confined water molecules
that are not identified as being part of a ring are labeled as
“ring-free.” A configurational snapshot of TIP4P/2005 water
in a (9,9) nanotube is shown in Fig. 3 (bottom panel). The
ring-bound molecules are indicated with a repeating green,
orange, and yellow color scheme, with molecules of the same
color forming particular pentagonal ring configurations. The
ring-free molecules are colored magenta, and these appear as
more randomly positioned and oriented. Note that molecules
can and do switch between ring-bound and ring-free states as
the simulation progresses.

It is interesting to note that the ring clusters stacked along
the axial direction of the nanotube [Fig. 3 (bottom panel)]
somewhat resemble the ice structures reported in CNTs at
lower temperatures.45 However, in the present case ring-free
molecules also exist in the nanotube, and there is no long-
range order as in ice. We shall see below that it is the relative
prevalence of ring structures that influences the conduction
properties of the different water models.

In order to gain insight into how the structure of wa-
ter in a nanotube influences the flow rate, we analyze all
systems considered in terms of ring-bound and ring-free
molecules. Further, we divide the ring-bound molecules into
those that are part of square, pentagonal, and hexagonal rings.
The results are summarized for (8,8) and (9,9) nanotubes in
Tables III and IV, respectively. Due to spatial constraint, there
are very few pentagons, and no hexagons found in the (8,8)
nanotube (Table III), whereas, all three ring structures can
and do exist in the (9,9) case. It is obvious from Tables III
and IV that the average fractions of ring-bound and ring-free
molecules vary substantially for the different models. For the
(8,8) nanotude TIP4P/2005 has the fewest ring-free molecules
(3.1%), and TIP3P the most (71.0%), with SPC/E lying in be-

TABLE III. Percentage of water molecules in different structural states in
the (8,8) nanotube.

Water model Squares (%) Pentagons (%) Hexagons Ring-free (%)

TIP4P/2005 96.7 0.2 0 3.1
SPC/E 74.2 0.6 0 25.2
TIP3P 28.7 0.3 0 71.0

tween (25.2%). It is interesting to note that the structural dif-
ferences we see amongst the different models under flow are
qualitatively similar to those found by Nakamura and Ohno33

under equilibrium conditions, although these authors consid-
ered the original TIP4P model,30 rather than TIP4P/2005.

Comparing Tables II and III, there is clearly a direct cor-
relation between the flow rate and the fraction of ring-free
molecules, with TIP3P having the largest fraction of ring-free
molecules and the highest flow rate. The situation is similar
for the (9,9) nanotube, where again TIP3P has the largest frac-
tion of ring-free molecules (Table IV), and the fastest rate of
flow (Table II). TIP4P/2005 and SPC/E have the same ring-
free fraction (12.6%) for the (9,9) case, and we see from
Table II that the flow rates for these models are similar, with
the SPC/E rate a little higher than that of TIP4P/2005. We
do note that although the fraction of ring-bound molecules is
the same for TIP4P/2005 and SPC/E, the distributions over
squares, pentagons, and hexagons differ significantly indicat-
ing differences in the structure of the confined water. How-
ever, these differences appear to have only a small, if any,
effect on the flow rates.

Significant model differences are also apparent in prob-
ability distribution functions, P(Nnt), for the number of wa-
ter molecules, Nnt, confined within the nanotubes, as shown
in Fig. 4. Considering first the (8,8) nanotube [Fig. 4 (top
panel)], we note that for the SPC/E and TIP3P models the
P(Nnt) distributions are unimodal, whereas the TIP4P/2005
distribution is bimodal, with quite sharp peaks at 48 and 52
molecules. The fact that for TIP4P/2005 96.7% of the water
molecules in the nanotube channel occur in square ring con-
figurations (Table III) suggests that these peaks correspond
to 12 and 13 square rings, respectively, stacked into the nan-
otube cavity. For the (9,9) case [Fig. 4 (bottom panel)] TIP3P
has fewer ring-bound molecules (Table IV) and on average
the fewest molecules in the nanotube. SPC/E has the largest
fraction of hexagonal rings (72.3%), and the most molecules
in the nanotube cavity; the peak at 72 molecules likely cor-
responds to configurations where the cavity is filled by 12
hexagonal rings. The TIP4P/2005 model contains significant
numbers of both pentagonal (49.2%) and hexagonal (34.9%)
rings, as well as ring-free molecules (12.6%). As a result, the

TABLE IV. Percentage of water molecules in different structural states in
the (9,9) nanotube.

Water model Squares (%) Pentagons (%) Hexagons (%) Ring-free (%)

TIP4P/2005 3.3 49.2 34.9 12.6
SPC/E 2.8 12.3 72.3 12.6
TIP3P 12.9 20.0 3.0 64.1
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FIG. 4. Probability distributions for the number of confined water molecules
in (8,8) (top panel) and (9,9) (bottom panel) nanotubes. The red, blue, and
green curves are for the TIP4P/2005, SPC/E, and TIP3P models, respectively.

P(Nnt) for TIP4P/2005 is quite broad with a main peak at 64
molecules, corresponding to mixed structures, and a more mi-
nor peak at 72 molecules which we again associate with 12
hexagonal rings.

In view of the different structures observed for the dif-
ferent models, it is interesting to look at the average num-
ber of hydrogen bonds formed by water molecules within
the nanotube cavity. If stacked ring structures are favored
we would expect both intra-layer hydrogen bonds lying in
the plane of the ring, and inter-layer hydrogen bonds join-
ing the rings, generally parallel to the symmetry axis of the
nanotube. For more loosely packed structures, we would ex-
pect on average fewer hydrogen bonds per molecule. We
calculated the average number of hydrogen bonds for water
molecules within nanotubes adopting the geometric criteria
of Luzar and Chandler.46 The results are included in Table II,
and are in accord with our expectations. In both CNTs, TIP3P
water has the fewest hydrogen bonds per molecule, consis-
tent with its having the largest fraction of ring-free molecules.
For the (8,8) case, SPC/E has fewer hydrogen bonds than
TIP4P/2005, again consistent with its having a larger fraction
of ring-free molecules.

Returning to water conduction, we can now understand
the different flow rates observed for different models. From

FIG. 5. An illustration of the “cluster-by-cluster” conduction mode for
TIP4P/2005 in the (8,8) nanotube. Carbon atoms are cyan, oxygen atoms
are red, and hydrogen atoms are gray, except for three square ring configura-
tions highlighted in yellow, orange, and green. We note that the highlighted
ring structures pass intact through the nanotube. Note that part of carbon nan-
otube is not displayed for clarity.

the results given in Tables II–IV, higher flow rates are clearly
associated with higher fractions of ring-free molecules. In
fact, by closely observing flow through the nanotubes, two
conduction modes can be identified. One mode, which we la-
bel “cluster-by-cluster,” is best represented by TIP4P/2005.
In this mode the water molecules assemble into small clus-
ters (rings of some type), that move together through the
nanotube, one cluster following the next. For example, for
TIP4P/2005 water in the (8,8) nanotube, the clusters are the
four-membered rings discussed above. The cluster-by-cluster
mode is illustrated in the configurational snapshots shown in
Fig. 5. Note that in this particular example the highlighted
rings present at t = 0, remain intact as they pass through the
entire nanotube. This is not always the case and sometimes
clusters do break apart, but the conduction involves a signif-
icant amount of cluster motion. A second conduction mode,
which we label “diffusive,” is the main mode of conduction
for the TIP3P model. In this case, there are fewer ring struc-
tures (Tables III and IV), and those that do occur are fragile
and tend to break up during transport. Therefore, the water
molecules move through the nanotube more independently,
rather than as part of a cluster or group. This is illustrated in
Fig. 6, where snapshots are shown for the TIP3P model in the
(8,8) nanotube. Note that the apparently square ring structures
present at t = 0, completely break apart as they flow through
the nanotube, and one does not see the cluster-by-cluster flow
observed for TIP4P/2005.

Based on this analysis, we conclude that the formation
of relatively stable stacked ring structures by the TIP4P/2005
and SPC/E models results in flow rates that are much
slower than those observed for TIP3P water. Of course, both
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FIG. 6. An illustration of the “diffusive” conduction mode for TIP3P in the
(8,8) nanotube. Carbon atoms are cyan, oxygen atoms are red, and hydrogen
atoms are gray, except for three square ring configurations highlighted in yel-
low, orange, and green. We note that the highlighted ring structures present at
t = 0 break up completely as the water molecules pass through the nanotube.
Note that part of carbon nanotube is not displayed for clarity.

conduction modes can and do occur to some extent for all
three models, but the slower cluster-by-cluster mode is fa-
vored by TIP4P/2005 and SPC/E, and the faster diffusive
mode by TIP3P. In the (8,8) case, SPC/E has a higher flow
rate than TIP4P/2005, likely due to the higher fraction of ring-
free molecules found for that model (Table III). For the (9,9)
nanotube, SPC/E and TIP4P/2005 have the same fraction of
ring-free molecules, and similar flow rates.

It is perhaps worth pointing out that density differences
alone cannot account for the observed differences in flow rate.
This is most apparent in the (9,9) case [Fig. 4 (bottom panel)],
where the most probable nanotube densities are similar for
TIP3P and TIP4P/2005, which have very different flow rates,
and significantly different for TIP4P/2005 and SPC/E, which
have similar flow rates.

IV. SUMMARY AND CONCLUSION

We have used molecular dynamics simulations to in-
vestigate pressure-driven water transport through (8,8) and
(9,9) CNTs. Three different water models, TIP3P, SPC/E,
and TIP4P/2005, were considered and the flow rates even un-
der relatively high pressure were strikingly different, with the
fastest (TIP3P) being about five times faster than the slowest
(TIP4P/2005) in both nanotubes. We trace the different flow
rates to different degrees of structure of the water in the nan-
otube channels. The TIP4P/2005 model tends to form stacked
ring structures, giving rise to a “cluster-by-cluster” flow mode
with many planar ring clusters moving as single units through
the nanotube. To a lesser extent, this is also true of SPC/E.

This mode of conduction is slower than that observed for
TIP3P, where ring structures occur less frequently, and tend
to break apart as water flows through the channel. This results
in a faster “diffusive” conduction mode where the molecules
move as separate particles, rather than as parts of larger
clusters.

We note again that our results apply to CNTs that are suf-
ficiently wide for the confined water molecules to form vari-
ous ring structures. We would not expect such severe model
dependence for narrow CNTs where water molecules form
only hydrogen-bonded chains, and single-files conduction is
observed.10–17

It is not possible to determine which water model is most
consistent with the behavior of real water in CNTs, but we do
note that TIP4P/2005 is widely regarded as among the best
water models available for bulk properties. To the best of our
knowledge, the TIP4P/2005 model has not been previously
used in studies of water flow through CNTs. It is also im-
portant to emphasize that model differences, which might not
have a large influence on the properties of bulk water, can
have large effects on the structure and flow of confined water.
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