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ABSTRACT: Molecular dynamics simulations are used to investigate the factors that
influence the nucleation of NaCl crystals in a supersaturated aqueous solution. We describe a
methodology for detecting solidlike NaCl clusters (potential nuclei) and following their
evolution in time until they achieve nucleation (which is very rare) or dissolve back into
solution. Through an analysis of cluster lifetimes and multiple nucleation events, we
demonstrate that cluster size is not the only property that influences cluster stability and the
probability of achieving nucleation. We introduce a parameter called cluster crystallinity,
which is a measure of the solidlike order in a particular cluster. We show that cluster order
(as measured by this parameter) has a strong influence on the lifetime and nucleation
probability of clusters of equal sizes, with the lifetime and probability of nucleation increasing
with increasing crystallinity. These observations remain true for clusters as small as six ions,
showing that the structural factors are important even at the earliest stages of crystal birth.

1. INTRODUCTION

The initial process by which one phase transitions to another is
termed nucleation. Nucleation has a central role in a wide range
of physically interesting processes, such as crystal and rock
formation,1,2 drug development,3,4 and the formation of
atmospheric aerosols.5,6 There have been a number of
interesting experimental studies on crystal nucleation,7−11 but
there remain significant challenges for current experimental
methods, particularly for the analysis of early prenucleation
events. Therefore, to augment experimental studies, molecular
simulations are being increasingly used to gain physical insight
into crystal nucleation and growth.12−19

The usual approach to nucleation, that is, classical nucleation
theory (CNT), is a subject of current debate.20−22 In particular,
the assumption that early-stage potential nuclei can be
characterized by properties of the nascent bulk phase (plus a
surface term) is being challenged by both experiments and
molecular simulations. One such example is provided by
CaCO3, for which experiments suggest that prenucleation
clusters serve as precursors to nucleation.23 There is also
evidence that crystallization can occur via a two-step
mechanism consisting of an initial density “transition”, followed
by a slower ordering transition, whereby the dense liquid region
becomes geometrically ordered.13,24,25

In the present article, we use direct molecular dynamics
(MD) simulations to investigate the nucleation of NaCl
nanocrystals. Supersaturated aqueous NaCl solutions are a
good choice for detailed study because relatively accurate
models exist,26 and previous work has shown that spontaneous
nucleation occurs on simulation time scales.13,14,18,19 Earlier
direct simulation studies of NaCl crystallization from a
supersaturated solution suggest a process by which less-ordered
and more-hydrated NaCl clusters evolve with time into a largely
anhydrous crystalline arrangement.13,27 There is also some

evidence that the two-step mechanism applies, with a large
density (concentration) fluctuation preceding any spatial
ordering.13

Nucleation and crystal growth have also been considered
employing indirect simulation techniques. In an early
investigation, Zahn18 approached the problem using trajectory
sampling methods. He noticed that small NaCl clusters tended
to prefer a Na+ ion at the center and suggested that such
clusters might be important in nucleation. A very recent study
reported by Zimmerman et al.19 used a seeded-trajectory
approach to determine the sizes of critical nuclei, ion-
attachment frequencies, and nucleation rates for NaCl in
supersaturated solutions.
However, despite earlier efforts, the factors that influence the

formation of critical nuclei have not been determined, and this
is particularly true for very early stages or the birth of the
crystal. For example, it is interesting to ask whether the size
alone determines the relative stability of small NaCl clusters or
whether other factors, such as cluster geometry, are important.
This is one of the questions addressed in the present article.
Spontaneous nucleation events for NaCl are typically rare

(on simulation time scales) except at a very high solute
concentration, and multiple nucleation events must be observed
to draw any meaningful conclusion. Additionally, it is necessary
to define, detect, and follow in time a great many NaCl clusters
that do not achieve nucleation. Here, we carry out multiple
direct simulations, sufficient to generate a number of nucleation
events. We develop a methodology to define and detect crystal-
like NaCl clusters and to follow them in time from very early
stages (∼6 ions) until nucleation is achieved or, much more
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frequently, until the cluster dissolves back into solution. An
important conclusion of our analysis is that cluster size is not
the only factor influencing cluster lifetime and the probability of
nucleation. By introducing a new parameter called cluster
“crystallinity”, we show that cluster geometry is also a very
significant factor influencing cluster lifetime and nucleation
probability; moreover, this is true for clusters as small as six
ions.
The remainder of this article is divided into three parts. The

models and simulation methods are described in Section 2, the
results are presented in Section 3, and our conclusions are
summarized in Section 4.

2. MODELS AND METHODS
2.1. Simulation Details. In our simulations, we adopt the

Joung−Cheatham parameter set26 for the Na+ and Cl− ions,
paired with the SPC/E water model.28 For this parameter set,
the saturation mole fraction of NaCl, xNaCl, at 298 K was
calculated29−31 to be ∼0.06 using the chemical potential route,
whereas results from direct coexistence methods26,32−34 report
values of ∼0.09−0.11 (experimentally,35 the value is ∼0.10).
With this force field, all nonbonded interactions consist of
Lennard-Jones (LJ) plus electrostatic terms, such that the site−
site pair potentials have the form
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where ε0 is the permittivity of free space, qi and qj are the partial
charges on sites i and j, and σij and ϵij are the usual LJ length
and energy parameters, respectively. The Joung−Cheatham
parameters for Na+ and Cl− are given in Table 1, and σij and ϵij
are obtained from these and the SPC/E parameters28 using the
Lorenz−Berthelot combining rules, σij = (σi + σj)/2 and
ϵ = ϵ ϵij i j .

Simulations were carried out under NPT conditions
employing the GROMACS36 MD package, version 4.5.4. The
temperature was controlled using a velocity-rescale thermo-
stat,37 with a relaxation time of 0.1 ps, and the pressure was
kept constant at 1 bar using a Berendsen barostat,38 with a
compressibility of 4.5 × 10−5 bar−1 and a relaxation time of 1.0
ps. A timestep of 2 fs was used in all simulations. A spherical
cutoff of 0.9 nm was applied to the pair potentials, and long-
range electrostatic interactions were calculated using the
particle mesh Ewald method.39

The details of all simulations performed are summarized in
Table 2. Initial simulations were carried out for xNaCl ranging
from 0.20 to 0.30, and the lowest concentration at which a
nucleation event was observed within 200 ns at 300 K was xNaCl
= 0.22. This time frame is feasible for an investigation
employing direct MD simulations, so we focus on this
concentration. More nucleation events occur at higher
concentrations, but the occurrence of many simultaneous
nucleations can complicate the analysis. Note that, on the basis
of the estimates mentioned above, xNaCl = 0.22 is between two

and four times the saturation value at 298 K. The atomic
coordinates for the system were collected at intervals of 0.04 ns,
and the coordinate sets collected with this time interval are
referred to as time frames elsewhere in the article.
The analysis given in this article is based on five “replica”

simulations at xNaCl = 0.22, carried out as follows. Initially, 7040
NaCl pairs and 24 960 water molecules were distributed
randomly on a lattice within the simulation cell. The system
was then “equilibrated” at 400 K, and five configurations were
extracted at intervals of ∼10 ns. Five simulations, initiated with
these configurations, were cooled to 300 K and allowed to
evolve for ∼500 ns, as summarized in Table 2. The number of
nucleation events observed in each simulation is also given in
Table 2.

2.2. Cluster Detection. The aim of the present work is to
detect NaCl clusters and follow their evolution in time to
understand the factors influencing (or not) the probability of
achieving crystal nucleation. From the perspective of CNT,
these clusters can be viewed as subcritical nuclei unless and
until nucleation is achieved. As we are trying to observe the
very early stages of a phase transition, it is necessary to find
some measure to distinguish local liquidlike and solidlike
structures and to determine which ions are part of the same
solidlike cluster. Generally, such measures are based on local
environments, and several approaches to this problem have
been employed. These include methods based on ion
connectivity,27,40 local ion density,41 local solvent density,18

and local bond order parameters.42,43 The last approach has
been used extensively in studies of ice nucleation.44−46

In the present article, the computational procedures used to
detect (define) ion clusters and follow their time evolution
consist of three steps: filtering, clustering, and entity resolution,
which are described in detail below.

2.2.1. Filtering. The purpose of this step is to identify for
each configuration along a trajectory the ions that are most
likely to be part of a local solidlike structure. To do this, we
follow the general bond-orientational order parameter approach
of Steinhardt et. al.47 This method defines potential order
parameters of the form
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Table 1. Joung−Cheatham LJ Parameters for NaCl26

σ (nm) ϵ (kJ mol−1)

Na+ 0.2160 1.4754533
Cl− 0.4830 0.0534924

Table 2. Summary of the Simulations Performeda

water ions xNaCl length (ns) nuclei

25 600 12 800 0.20 157 0
24 960 14 080 0.22 187 3
24 000 16 000 0.25 515 5
22 400 19 200 0.30 202 n.a.
24 960 14 080 0.22 523 1

547 2
532 3
530 4
550 3

aThe number of water molecules (water), number of ions (ions), mole
fraction (xNaCl), run length (length), and number of clusters that
achieved nucleation (nuclei) are indicated. At xNaCl = 0.3, multiple
nucleations occurred, resulting in a polycrystal. The five simulations at
xNaCl = 0.22 listed at the bottom of the table were used for the
statistical analysis given in the text.
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In the above equation, the number of neighbors N = 12, Yl
m is a

spherical harmonic, ri is the position vector of the ith neighbor
with respect to a central ion, and θ(ri) and ϕ(ri) are,
respectively, the polar and azimuthal angles with respect to
an arbitrary frame of reference. The actual choice of reference
frame is irrelevant as the order parameter ql is rotationally
invariant.
The objective is to find the ql that best distinguishes between

ions with liquidlike and solidlike local environments. To do
this, we examined ql distributions for l = 2, 4, 6, 8, and 10, using
a spherical crystal of ∼2000 ions to represent the solid phase
and a supersaturated solution at xNaCl = 0.20 (that did not
nucleate) as representative of the liquid phase. Both reference
systems were held at 300 K. On the basis of this investigation,
order parameter q8 provides the best separation between liquid
and solid phase distributions (Figure 1). Also, by testing a

reference solution of lower concentration (xNaCl ≈ 0.025), we
found that the q8 distribution is largely independent of
concentration (unlike order parameters based on local ion
densities41). In the remainder of this article, we refer to q8 as
the bond order parameter.
Order parameter q8 is used to filter out ions that are a part of

liquidlike disordered structures. From Figure 1, we see that the
best separation point between liquidlike and solidlike structures
occurs at q8 ≈ 0.4. However, we select q8 = 0.35 as the
threshold for our analysis to capture structures from the upper
end of the solution distribution. As clusters that achieve
nucleation form spontaneously from solution, selecting a lower
threshold value allows us to trace the nucleation processes from
the very initial stages. A very low threshold would include too
many transient, short-lived structures, whereas a very high
threshold would filter out interesting prenucleation stages. The
selected value of 0.35 proved to be a good compromise
between these two factors. We verified that our results and
conclusions are not affected by small variations in the selected
threshold value. Note that with the 0.35 threshold only ∼10%
of the ions are classified as solidlike for each configuration. It is
also important to emphasize that in our simulations all clusters
that eventually achieved nucleation originated within the set of

ions identified as solidlike; thus, our filtering process does not
eliminate any interesting events.

2.2.2. Cluster Identification. Although order parameter
filtering efficiently detects ions in solidlike local environments,
another algorithm is necessary to identify which of the selected
(solidlike) ions are part of the same cluster or aggregate. For
this purpose, we adopted the density-based spatial clustering of
applications with noise (DBSCAN) algorithm,48 as imple-
mented in the Python library scikit-learn.49 In the DBSCAN
algorithm, clusters are identified by means of two parameters,
which in the present context are a distance (ϵ) and the number
of neighboring ions (η) within that distance. To find ions
connected to each other, an ion is selected at random and the
number of ions within ϵ are counted. If the number of ions
within ϵ is equal to or greater than η, then the central ion is
labeled as core and its neighbors are labeled as border;
otherwise, the ion is labeled as noise (Figure 2). The procedure

is repeated by picking an ion from the border. If that ion is a
core ion, it will generate a new border, and the procedure is
repeated recursively. Eventually, no more points are reachable,
and we label all of the collected core and border ions as part of
the same cluster. The procedure is then repeated by choosing
another ion at random (which might belong to a new cluster),
until all ions are processed.
The value of ϵ is the minimum distance for which two ions

are considered a part of the same aggregate. A high value of ϵ
causes some clusters that are close but not connected to each
other to be aggregated into a single cluster. On the other hand,
a small value of ϵ would fail to connect ions that are effectively
bonded (every ion would be detected as a single cluster). The
value of η acts as a filter for very small clusters, as every cluster
that has fewer than η ions is discarded. A very low value of η
detects too many short-lived fluctuations, which are difficult to
follow and analyze, whereas a high value would detect only
large clusters, providing no opportunity to investigate early
stages of cluster formation. In the present analysis the values ϵ
= 0.3 nm and η = 6 ions are used. The value 0.3 nm is
approximately the NaCl bond length, and η = 6 ions was

Figure 1. Density of q8 values in a sample crystal (∼2000 ions) (blue)
and a supersaturated solution (xNaCl = 0.20) (green). The two
distributions show excellent separation. The vertical orange line
indicates the selected threshold (q8 = 0.35).

Figure 2. Schematic diagram illustrating the DBSCAN algorithm for η
= 4. Top left panel: an ion is chosen at random and ions within ϵ are
counted; the value is 4, so the ion is marked as core (red). Its neighbors
are labeled as border (pink). Top right panel: the procedure is repeated
for one of the border ions, which becomes a core ion. Bottom panel:
all ions in the cluster have been processed, and no more ions are
reachable from the core ions. The isolated ion is labeled as noise
(blue).

The Journal of Physical Chemistry B Article

DOI: 10.1021/acs.jpcb.6b05291
J. Phys. Chem. B 2016, 120, 9076−9087

9078

http://dx.doi.org/10.1021/acs.jpcb.6b05291
http://pubsdc3.acs.org/action/showImage?doi=10.1021/acs.jpcb.6b05291&iName=master.img-001.jpg&w=239&h=145
http://pubsdc3.acs.org/action/showImage?doi=10.1021/acs.jpcb.6b05291&iName=master.img-002.jpg&w=239&h=156


chosen to be the minimum cluster size. These values proved to
work well in practice, avoiding the problems noted above.
2.2.3. Time Resolution of Clusters. We wish to follow the

time evolution of all clusters identified, as described above.
Therefore, it is necessary to determine how clusters are
connected in time. This would be a simple question if we had
only a single cluster that grew or dissolved as time progressed.
However, in the present case, we have many clusters that
continually change (divide, grow, dissolve) as the simulation
advances in time. Therefore, we need to clearly define how we
identify and follow clusters in time. Our general approach is to
find “similar” clusters in successive configurations (using an
appropriate similarity index) and build a time connectivity
graph using the following procedure.
First, we initialize an empty graph, in which each cluster

detected appears as a node labeled ci(s), where i indicates the
cluster and s, the time frame (configuration). Then, for all
consecutive frames, pairwise similarities, dij(s) = sim(ci(s), cj(s +
1)), are calculated between clusters using the similarity measure
defined below. If two clusters in different frames are detected to
be sufficiently similar (satisfy an appropriate threshold), then
they are deemed to be the same cluster at different points in
time, and the nodes representing these clusters are connected
through an edge. The outcome of this procedure is a graph that
connects clusters in different time frames, such that every
connected component of this graph is the trajectory of a
particular cluster, as illustrated in Figure 3.

Several similarity measures could be used to identify
matching clusters, and here, we employ the Jaccard index,50

defined as the intersection of two sets divided by the union of
two sets

= | ∩ |
| ∪ |

J A B
A B
A B
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Here, A and B represent two clusters in consecutive time
frames, and clearly, J(A,B) is 1 if both clusters contain exactly
the same ions and 0 if they do not share any ions. The
threshold value of J(A,B) must be selected with care to avoid
ambiguities in cluster identity. For example, if two clusters, a
and b, detected in frame one merge into a single cluster in
frame two, it is not clear whether the merged cluster is a, b, or
an entirely new cluster, c. Similar ambiguities can arise from
other possible cluster evolution scenarios. To assign a unique
well-defined timeline to a cluster, it is necessary to remove all
ambiguities. A natural way to do this is to connect clusters in
consecutive frames only if they satisfy the threshold J(A,B) >
0.5. By definition of the Jaccard index, this threshold ensures
that a cluster will match at most one cluster in the following
frame, giving a set of unique cluster trajectories.
One potential issue with this method of obtaining cluster

trajectories is how to take account of splits and merges that
happen over multiple time frames. For example, if we have a
large cluster (e.g., 500 ions) and a piece (e.g., 100 ions)
becomes temporarily detached, the connectivity with the
original cluster would be lost and the detached piece would
appear as a newborn cluster of 100 ions. This problems is
handled by detecting abnormally large newborn clusters and
merging them with the original cluster. Fortunately, such events
are rare (it happened once in our five simulations), and the
postprocessing step was sufficient to solve the problem.
Another possible issue is that small clusters can partially

redissolve (in the sense that some of their ions become less
ordered), fall below the six-ion threshold, and go undetected
for a few time frames. To solve this problem, we modified the
algorithm to look for a match in 10 consecutive frames
following the initial cluster detection. Newborn clusters that
had no match in the following 10 frames were assumed to be
short-term fluctuations and discarded from the analysis.

3. RESULTS AND DISCUSSION
Ionic clusters form and dissipate continuously in the super-
saturated solution. These clusters are detected and followed in
time, as described above. We are interested in understanding
what features (if any) of ionic clusters influence their ability to
survive and eventually achieve nucleation. We considered
several cluster attributes or properties, but only two had a
significant, easily observable influence on the nucleation
probability of small clusters. One of those, cluster size, is of
rather obvious importance and is in fact the crucial parameter in
the usual application of CNT, which assumes spherical nuclei
that become critical at a certain radius. The other cluster
property that proved very influential, especially so in smaller
clusters, we call q8̅ or cluster crystallinity. This property is simply
the average value of the q8 bond order parameter defined above,
taken over all ions in a cluster.
Other cluster properties considered include volume, surface

area, sphericity, average neighbor count, hydration, and radius
of gyration. These properties are precisely defined and
discussed in the Supporting Information. For smaller clusters
(e.g., 10 ions), none of these properties showed a significant
correlation with the probability of nucleation. For larger
clusters (e.g., 30 ions), we do find noticeable correlations for
three properties, with smaller surface areas, higher sphericities,
and smaller radii of gyration all favoring nucleation. These
attributes are all measures of cluster compactness, and it is not
surprising that they are correlated with nucleation probability
for larger clusters.

Figure 3. Schematic diagram illustrating the cluster time resolution
algorithm. At t = 0 the clusters are labeled employing the DBSCAN
algorithm. A cluster is compared to clusters in the following frame, and
a connection is made if the clusters are sufficiently similar, judged by
the Jaccard index as described in the text. The procedure is repeated
recursively for the following frames. By performing this procedure for
all clusters, it is possible to obtain a connectivity graph (bottom), in
which each connected component represents the time evolution of a
single cluster.
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We note that all results reported below are based on the five
simulations of 523−550 ns at xNaCl = 0.22, as listed in Table 2.
In our five simulations, a total of 13 nucleation events were
observed. In these simulations, we noticed that clusters with a
lifetime of at least 30 ns that reached a size greater than ∼50
ions never redissolved and continued to grow during the
simulation. These clusters were deemed to have achieved
nucleation. Note that we would expect this observational
“definition” of nucleation to be concentration dependent.
At inception (defined as the earliest time a cluster is

detected), the ionic clusters span a rather wide range of sizes
and crystallinities. The size and crystallinity distributions of all
clusters detected are shown in the top left and top right panels
of Figure 4, respectively. Note that on average our algorithm
detects approximately two new clusters per time frame, giving a
total of ∼80 000 clusters detected over the course of the five
simulations. It is also worth noting that the filtering step of the
algorithm removes ∼90% of the ions, indicating that only
∼10% of the ions present in solution belong to a cluster of any
sort.
From the histogram of initial sizes (Figure 4, top left panel),

we see that the peak occurs at six ions (the smallest cluster
detected by our algorithm) and the frequency of larger sizes
follows an exponential-like decay. Although very rare, clusters
of more than 30 ions are found; however, as noted below, these
correspond to elongated, amorphous-looking structures. The
distribution of crystallinities (Figure 4, top right panel) is
skewed to the right, but one does not observe the high values

characteristic of a bulk crystal (Figure 1). A scatter plot of
cluster crystallinity versus size is shown in the bottom panel of
Figure 4. It is apparent that at cluster inception the correlation
between these variables is modest at most. For smaller clusters,
there are large fluctuations of crystallinity for a given cluster
size, with large and small values occurring with high frequency.
For larger cluster sizes, the crystallinity fluctuations decrease
markedly, which is not surprising, as, statistically, variance is
expected to decrease with increasing sample size, which here is
the number of ions in the cluster.
Ionic clusters exhibit a range of crystallinities, and the

examples given in Figure 5 provide an idea of how cluster
structure and crystallinity are related. Newly detected small
clusters can have low (bottom left panel) or high (bottom right
panel) crystallinities, with high values being associated with
more regular structures. For larger clusters (more than 30
ions), we do not find any very high crystallinities at the point of
initial detection, as such clusters tend to have elongated shapes
(Figure 5, top left panel).

3.1. Cluster Lifetimes. As discussed above, clusters are
born with certain characteristics, and after some time, they will
either achieve nucleation (very rare) and continue to grow as a
crystal or, much more commonly, dissolve back into solution.
Given that one would expect a connection between cluster
lifetime and nucleation, it is of interest to investigate which
cluster characteristics influence their lifetimes, defined here as
the total time a cluster is detected (by the algorithm described
above) as a distinct entity in solution. As, by definition, clusters

Figure 4. Size (top left) and crystallinity (top right) histograms for clusters at first detection. The bottom panel shows the joint distribution of size
and crystallinity. Note that very few clusters begin with both high size and high crystallinity, suggesting that this feature develops as clusters evolve in
time. The red points indicate the 13 clusters that achieve nucleation, and we note that these show no obvious preference for any region of the joint
distribution.
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that nucleate have infinite lifetimes, we excluded these from our
statistical analysis. Note that in the five simulations (Table 2)
included in the analysis only 13 clusters achieved nucleation,
whereas ∼80 000 failed to nucleate. Focusing on the large
number of failures provides us with excellent statistics, and
clearly, the very few that did nucleate would have had a
negligible effect on the lifetime and survival distributions
discussed below.
The overall lifetime distribution of failed clusters (uncon-

trolled for size or crystallinity) is shown in the left panel of
Figure 6. This plot shows that the great majority of clusters are
very short lived (lifetimes less than a nanosecond), but there
are a significant number of clusters that live for more than 10
ns.
A more instructive way to represent lifetime information is to

construct survival functions. The survival function, S(t), is
defined as the probability that a cluster has a lifetime, τ, larger
than t, or

τ= >S t P t( ) ( )

The survival function starts at 1 (all clusters have a nonzero
lifetime) and decreases with t, depending on the surviving
fraction of the population. The survival function can be written
as a cumulative product

=S t R R R t( ) (1) (2)... ( )

with

=
−

R t
t

t
( )

population( )
population( 1)

where population(t − 1) represents the population at frame t −
1 and population(t) is the surviving population at the next
frame, t. R(t) is the probability of surviving for one time interval
at t. We note that this method of calculating S(t) is commonly
used and is known as the Kaplan−Meier estimator.51 The
overall survival function, including all clusters, is shown in the
right panel of Figure 6, and we note that over 90% of all clusters
survive for less than 2 ns.
Survival functions can be used to investigate whether and

how particular cluster characteristics influence their probability
of survival. To isolate the influence of crystallinity, we divide
clusters of fixed size into groups of high (>0.40) and low
(≤0.40) crystallinities and compare the survival functions. Note
that survival functions are constructed using the size and
crystallinity of a cluster at first detection. Obviously, neither of
these cluster characteristics remains fixed as the cluster evolves
in time. Results for clusters of 10 ions are shown in Figure 7,

and it is obvious that crystallinity has a large effect on the
survival probability. Clusters in the higher crystallinity group
have a substantially higher survival probability compared to
clusters in the lower crystallinity group. This is true for all
cluster sizes, remarkably, even in the six-ion case, which is the
smallest cluster size we consider. This is illustrated in Figure 8,
in which we plot the ratio (high/low) of median lifetimes for
clusters of high and low crystallinities as a function of cluster
size. We see that the ratio is significant (∼1.5) for clusters of six

Figure 5. Examples of clusters of different sizes and crystallinities
(given in parentheses below each cluster). Na+ and Cl− ions are
colored purple and green, respectively. At inception, larger clusters
tend to be elongated and of lower crystallinity (top left), whereas
larger high-crystallinity clusters (not observed at early stages) tend to
be more compact (top right). For small clusters, structural features
associated with low (bottom left) and high crystallinities (bottom
right) are not so apparent.

Figure 6. Histograms of “failed” cluster lifetimes (left) and the overall survival function (right) for all clusters detected in the simulations.

Figure 7. Survival curves for clusters of size 10, grouped by high
(>0.40) and low (≤0.40) crystallinities.
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ions; it rises rapidly with increasing cluster size, reaches a
plateau at clusters of ∼10 ions, and then rises again for clusters
containing more than ∼18 ions. Results for clusters larger than
30 ions are not included, as for larger clusters the statistical
analysis is less reliable due to small sample sizes. In an
analogous manner, one can fix crystallinity and calculate how
survival functions vary with size. This is less interesting, simply
showing that, as expected, larger clusters have a larger survival
probability.
Although cluster survival is not a direct measure of the

nucleation probability, one would expect both phenomena to
be related to cluster stability. Therefore, on the basis of the
above analysis, we would expect cluster crystallinity to be an
important factor influencing the probability of a cluster
achieving nucleation. Specifically, for fixed cluster sizes, higher
crystallinities should favor higher nucleation probabilities. The
relationship between cluster crystallinity and nucleation is
treated directly in the following section, and we show that the
behavior is indeed as we would anticipate on the basis of the
survival analysis. We remark that the survival analysis has a
great advantage of the large number of clusters (events)
included providing convincing statistics. On the other hand, we
observe only a few nucleation events, so a statistical analysis
based on nucleation alone would be less convincing.
3.2. Crystallinity and Nucleation. To get a qualitative

idea of the influence of cluster size and crystallinity on
nucleation, it is useful to plot cluster trajectories in (size,
crystallinity) space. This is done in Figure 9 for a cluster that
nucleates (blue) and one that does not (red). It is easy to see
that after a brief residency at low sizes and low crystallinities the
cluster that nucleates appears to surpass a “critical region” in
(size, crystallinity) space and never falls back. This suggests that
both size and crystallinity influence the probability of
nucleation.
This can also be seen in the early-stage time evolution

profiles shown in Figure 10 for the nucleating and failing
clusters. We see that although relatively long lived (∼12 ns),
and sometimes exceeding 30 ions in size, for most of the
trajectory the crystallinity of the failing cluster lies below that in
the nucleating case. Snapshots (not shown) suggest that the
failing cluster grows in an elongated manner, with a resulting
lower crystallinity. The growth profile for a nucleating cluster is
shown in Figure 11. It is interesting to note that the growth rate
increases with size, attributable to the growing surface area of
the nucleus. The crystallinity profile initially grows but plateaus

as the cluster becomes larger in size, and the crystallinity
approaches that of a perfect crystal.
The influence of cluster size and crystallinity on nucleation

probability can be explored more quantitatively by statistically
comparing these properties for clusters that nucleate with those
for clusters that fail. If cluster size were the only factor
influencing nucleation, then two clusters of the same size would
have the same probability of nucleation. Therefore, if we fix the
cluster size and observe a difference in crystallinity between
nucleations and failures, we can isolate the effect of crystallinity.
One way to fix cluster size is to follow the trajectory of each

cluster in time until it reaches a particular size, at which point
the cluster crystallinity is recorded. Values obtained in this way
can be reasonably assumed to be independent because the
clusters exist at different points in time or in different
simulations, and we register only a single crystallinity value
for each cluster. Crystallinity distributions obtained as described
are shown in Figure 12 for clusters of different sizes. The

Figure 8. Ratio of median lifetimes for high vs low crystallinity clusters
of different sizes. The high-crystallinity clusters always have a higher
median lifetime.

Figure 9. Trajectory shown in (size, crystallinity) space for nucleated
(blue) and failed (red) clusters as they evolve in time. In early stages,
both clusters oscillate in size up to ∼30 ions, but the crystallinity of the
cluster that eventually achieves nucleation reaches higher values than
those in the failed case. This suggests that it is a combined effect of
both size and crystallinity that promotes nucleation.

Figure 10. Comparison of the growth and crystallinity profiles for
nucleated (colored) and failed (gray) clusters. After a short period, the
nucleated cluster manages to reach quite a high crystallinity and
maintain its size. In contrast, the failed cluster, although maintaining its
size, experiences a steady decrease in crystallinity.
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crystallinities of the clusters that achieved nucleation are also
indicated in the plots, and we see that for all cluster sizes the

crystallinities of the nucleated clusters fall mainly in the upper
half of the crystallinity distribution. In other words, the clusters
that eventually nucleate have, on average, higher crystallinities
than those of clusters that fail, and it is remarkable that this
distinction exists even for clusters as small as six ions. For
comparison, similar plots for other properties are given in the
Supporting Information (Figure S1).
The influence of cluster crystallinity on nucleation is further

demonstrated in Figure 13, in which the probability of
nucleation, P(N), for clusters of N ions is shown for clusters
of “high” and “low” crystallinities. If the cluster crystallinity is
>0.40, it is labeled high, otherwise it is labeled low. The
nucleation probabilities, P(N|high) and P(N|low), are shown in
Figure 13 for N ranging from 6 to 35 ions. Results for larger
clusters are not shown because the sample size is too small to
give good estimates of the probabilities. We note that P(N|
high) is much higher than P(N|low) for all cluster sizes. The
effect is most pronounced for small clusters (which have a very
low total probability of nucleation), where P(N|high) is up to 8
times larger than P(N|low). The ratio P(N|high)/P(N|low)
generally decreases with increasing N, but it remains at ∼3 for
N = 35.

Figure 11. Size (blue) and crystallinity (orange) profiles for a
nucleated cluster. The fluctuation in crystallinity is fairly high, and as
the crystal increases in size, the crystallinity reaches a plateau at ∼0.47.
The snapshots represent the cluster at 0 ns (left), 40 ns (center), and
80 ns (right).

Figure 12. Crystallinity distributions (blue histogram) of failed clusters of different sizes (number of ions). Clusters that achieved nucleation are
indicated by single orange lines. Note that clusters that achieve nucleation come preferentially from the upper part of the crystallinity distribution.
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This analysis highlights the fact that nucleation is
substantially influenced by factors other than cluster size. For
a given cluster size, geometrical order, as captured by the
crystallinity parameter, increases the cluster lifetime and the
probability of achieving nucleation.
3.2.1. Cluster Binding Energy. It is interesting to ask why

high crystallinity leads to increased cluster lifetimes and
influences the probability that a cluster will achieve nucleation.
One possibility that immediately comes to mind is that in high-
crystallinity clusters the direct ion−ion interactions lead to
lower cluster energies and hence increased stabilities. To
investigate this possibility, we calculated the energies

∑ ∑=U u r
1
2

( )k
i

N

j

N

ij

k k

(2)

where Nk is the total number of ions in cluster k and u(rij) is the
ion−ion interaction as defined in Section 2. One potential
problem with this analysis is that large fluctuations can occur in
the apparent cluster energy depending on whether or not a
cluster has a net charge. These fluctuations can be created by a
single ion moving in or out across the defined cluster boundary
and hence can be rather arbitrary and artificial. Therefore, to
avoid this problem, we include only electrically neutral clusters
in this analysis.
Joint distributions of crystallinity and cluster energy for

clusters of 6 and 10 ions are shown in Figure 14. For clusters of
six ions, correlation coefficient R is −0.074, indicating only a
very weak correlation between energy and crystallinity. For
clusters of 10 ions, R = −0.22, showing that the correlation
increases with cluster size but still remains rather weak.
Moreover, we see from Figure 14 that the clusters that
eventually nucleate come mainly from the high-crystallinity tail
of the crystallinity distribution, but they are nearly evenly
spread over the energy distribution. These observations show
that crystallinity is not a measure of increased cluster stability
due to lower cluster energies coming through the direct ion−
ion interactions. Clearly, other factors must be involved.

3.2.2. Role of Na+ and Cl− Ions in Small Crystals. It is also
of interest to more closely examine the structural nature of
small NaCl clusters, as these clusters represent a fundamental
step in the nucleation process. To do this, we divide all ions in
the system into two classes, high q8 (≥0.4) and low q8 (<0.4),
and calculate the running counterion coordination numbers for
Na+ and Cl−.
Results for single frames at 40 and 240 ns are shown in

Figure 15. For the high q8 class, we see that both Na+ and Cl−

have more counterions (three to four) in the first coordination
shell (∼0.35 nm) than the solution average (∼1). This is not
surprising because high q8 ions generally belong to ionic
clusters. However, from Figure 15, we also notice that high q8
Na+ ions have more counterion neighbors than high q8 Cl−

ions, suggesting that Na+ ions tend to lie more within the
“interior” of small clusters than Cl− ions, consistent with an
earlier observation of Zahn.18 A possible reason for this is that
the smaller Na+ ions interact more strongly with water
molecules and hence more first-shell counterions are needed
to compensate for water molecules lost from the first hydration
shell when ionic clusters are formed. Note that the gap between

Figure 13. Probabilities of high (q8̅ > 0.40) and low (q8̅ < 0.40)
crystallinities achieving nucleation. The error bars (vertical black lines)
represent one standard deviation. The lower panel shows the results
for small clusters on an expanded scale. Note that for all cluster sizes
P(N|high) is always higher than P(N|low), and the high/low ratio is
shown as a gray line in the upper panel.

Figure 14. Joint distribution of crystallinity and cluster energy (kJ mol−1) for cluster sizes of 6 (left) and 10 (right) ions. Values corresponding to
clusters that eventually nucleated are displayed in orange. The correlation coefficient is negative and very low at size 6 and moderately low at size 10,
indicating that crystallinity carries different information from that carried by energetic stability.
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the coordination numbers of high q8 Na
+ and Cl− decreases in

later frames, as larger clusters develop in the simulation.
To obtain additional evidence that Na+ and Cl− do not

contribute symmetrically to the structure of small clusters, for
each cluster we calculate the parameter

Δ = ⟨ ⟩ − ⟨ ⟩+ −q q q8 8 8

where ⟨q8
+⟩ and ⟨q8

−⟩ are the average q8 values for the Na
+ and

Cl− ions in the cluster.
Figure 16 shows Δq8 as a function of cluster size. These

results are from the second replica simulation (Table 2). We

note that for small clusters Δq8 is positive on average, indicating
that Na+ tends to lie in more ordered environments than Cl−.
As we would expect, the distinction between Na+ and Cl−

grows smaller as clusters grow in size, and Δq8 approaches zero
for large clusters. Survival functions and nucleation probabilities
were analyzed separately for positive and negative values of
Δq8, but no significant differences were found. Thus, although
there is a structural distinction for small clusters, this effect does
not have a significant influence on cluster survival or the
probability of nucleation.

4. SUMMARY AND CONCLUSIONS
Direct MD simulations have been employed to identify and
investigate factors that influence the nucleation of NaCl crystals
in model supersaturated aqueous solutions. We develop
methods that allow potential nuclei to be detected as small

clusters (approximately six ions) and followed in time until
nucleation is achieved, which occurs very rarely, or the cluster
dissolves back into solution.
Our analysis clearly demonstrates that cluster size is not the

only property that has an important influence on the expected
lifetime and nucleation probability of a particular cluster. We
show that the geometric arrangement of the ions in the cluster,
as measured by a single parameter that we call cluster
crystallinity, is also very influential. For example, for clusters
of 10 ions, the median lifetime for clusters of high crystallinity is
double that of those of low crystallinity, and their probability of
achieving nucleation is ∼8 times greater. Similarly, smaller and
larger clusters also have significantly longer lifetimes and
greater probabilities of nucleation.
Physically, it is not entirely clear why crystallinity (as

measured by our parameter) has such a large influence on
cluster lifetime and nucleation probability, and this is especially
true for small clusters of 6 or 10 ions. One possibility is that
there is a connection with the binding energy of a cluster.
However, we did not find a strong correlation between binding
energy and our crystallinity parameter, indicating that the
crystallinity parameter is not merely a proxy for energetic
stability. For small clusters, we did find that Na+ ions had some
preference for a “central” position , in accordance with Zahn’s
observation,18 but such cluster arrangements had no influence
on the probability of nucleation.
Given that there is no obvious energetic explanation for the

increased stability of small clusters of higher crystallinity, it
appears that the advantage must lie in the microscopic
dynamics of cluster growth and/or disintegration. One
possibility is that ions in more ordered environments are less
exposed to water molecules and hence high-crystallinity clusters
are less susceptible to disintegration.
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Figure 15. Running coordination numbers for the following: high q8 Na
+ with all Cl− (blue), high q8 Cl

− with all Na+ (green), and all Na+ and Cl−

(red). In the first coordination shell (∼0.35 nm), both high q8 ions are surrounded by more counterions (three or four) than the average (one). Also,
high q8 Na

+ are surrounded by more counterions than those around high q8 Cl
−, suggesting that, on average, they occupy positions deeper within the

clusters. The difference in the first-shell coordination number decreases at longer times, as larger crystals develop in the simulation, and the internal
preference of Na+ becomes less noticeable.

Figure 16. Δq8 as a function of cluster size. The shaded area indicates
one standard deviation. The average value is slightly positive,
indicating that Na+ ions tend to occupy more ordered environments
than those occupied by Cl− ions.
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