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ABSTRACT: Monte Carlo and molecular dynamics simulations on pure water and aqueous electrolyte solutions exposed to a
strong external electric field were used to model the electrospinning process from the free liquid surface, with the goal of
assessing their potential to gain insight into the molecular-level mechanisms underlying the process. Three regimes involved in
the electrospinning processthe free liquid surface, the apex of the Taylor cone, and the erupting jetwere selected for
simulation using three different strategies. All simulations provide the same qualitative picture and exhibit scenarios consistent
with experimental observations. It is found that ions play only a rather secondary role, in the sense that the process is driven by
the water molecules. The strong electric field near the tip of the Taylor cone initially arranges the water molecules, creating an
embryo of a jet into which the ions subsequently enter. At high concentrations, the ions can destabilize the jet, leading to
electrospraying. At low electrolyte concentration, the embryo grows, leading to a stable jet and potentially to generation of a
meso-/macroscopic fiber.

1. INTRODUCTION

Since their advent, molecular simulations1 have become an
indispensable tool for molecular physicists and chemists. First,
they have provided a necessary pseudoexperimental tool,
enabling them to study both simple and realistic molecular
models to test/verify hypotheses concerning the molecular
mechanisms governing the behavior of macroscopic fluid
systems and to test various approximations and theories.
Second, they have made it possible to develop and test the
appropriateness and accuracy of the underlying molecular
models. A primary output of molecular simulations have
typically been thermophysical properties (equation of state,
heat capacity, viscosity, etc.), entering macroscopic theories of
the studied systems and their relation to various kinds of
underlying intermolecular interactions.
With the advance of computer technology and the

development of efficient simulation techniques, molecular
simulation methodology has made it possible to study
increasingly complex problems and this approach has become
commonplace in many such fields, including mechanical
engineering and material design, biology, and even medicine,
often shedding light on problems that are inaccessible by other
methods. Examples include the rheology of lubricants2,3 or
protein self-assembly, potentially related to Alzheimer’s and
Parkinson’s diseases.4 In these applications, the simulations
need not necessarily yield numerical values of physical
quantities, but they may help to qualitatively understand and
explain the underlying molecular mechanism of the observed
phenomena. This latter aspect is the motivation of this paper,
with respect to the electrospinning (ES) process, which is not
yet fully understood on the microscopic scale. Such molecular-
level understanding might prove particularly useful in the
particular case of needleless electrospinning (NLES) which is
much more efficient than the common capillary spinning but
technologically more difficult to optimize.

ES is an electrohydrodynamic phenomenon in which a thin
(polymeric) filament is ejected from the surface of a polymer
solution destabilized by the influence of a strong external
electric field of intensity exceeding a certain critical threshold
value. From the scientific point of view, electrospinning
represents the problem of the behavior of liquid interfaces
exposed to electric fields. From the engineering point of view, it
is one of the electrodeposition methods by which nanofibers
are produced from polymer solutions or melts. The setup of a
common capillary/needle elecrospinning (CES) process
consists of a syringe needle connected to a high voltage
power supply and a counter-electrode collector.5 The NLES
process differs from the CES in that that it does not use any
capillary/needle, and the jet originates from the free liquid
surface; NanoSpider technology6 is an example.
The ES process has four distinct regimes,7 which occur in

different physical regions, see Figure 1: the base (B), which is a
tapered structure called the Taylor cone, formed on the liquid
surface (either free or on the tip of the needle/capillary); the jet
(J) region, occurring beyond the base, where the polymer liquid
driven by the high electrical potential forms a jet; the whipping
region (W), where a single jet loses stability; and the collection
(C) region, where the jets stop and fibers are collected. An
early patent on electrospinning of polymer fibers was issued to
Formhals as early as in 19348 and further development and
modifications of this technology have continued to the present
time.9 The NLES process is a recently developed technology
with the first patent issued in 2005.10

The above-described scenario corresponds to the situation
when fibers are actually produced. However, this need not
always occur. Two other possible behaviors also may occur,
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which involve only spray of droplets or when a stream of
solution emanates from the surface. The former spraying
behavior is also important for its use in mass spectrometers,
microreactors, and propulsion systems for satellites. Several
factors affect which scenario takes place, the most important of
which are the properties of the solution, the operating
conditions (applied electric field, collecting distance), and the
environmental conditions (temperature, humidity). The CES
seems simpler to tune and optimize for it has two important
parameters that can be adjusted to manipulate the outcome: the
capillary diameter and the flow rate. NLES lacks such simple
control parameters, and it is therefore more difficult to locate
an operation window where nanofiber production takes place
and the process runs efficiently. However, once such a window
is found, NLES achieves much higher production rates
compared to the more conventional CES process, which
makes NLES very appealing.
For further development of ES technologies and improving

their efficiency, the process must be better understood, and the
relations between the various factors affecting them must be
elucidated. Within the framework of electrohydrodynamics, the
basic principles for dealing with electrified fluids were laid down
by Taylor.11,12 With further development of the ES technology,
phenomenological models relating various macroscopic proper-
ties have been developed. Hohman et al.13 proposed a method
for quantitatively predicting the parameter ranges for the CES
to occur, which was further simplified by Feng et al.14

Angammana and Jayaram15 recently formulated a model
based on an existing viscoelastic electrospinning model and
solved it using a finite element method. Regarding NLES (for a
review of various setups see ref 16), only one theoretical model
describing the initial stage of the process has thus far been
developed.17 It is a one-dimensional model in which the
capillary waves present on the surface increase their amplitude
up to a certain critical stage where they lose stability and form
the Taylor cone with a jet erupting from its apex (cone−jet
mode).
All the phenomenological theories describe the ES process in

terms of certain macroscopic parameters but are not able, in
principle, to explain the underlying molecular basis. To
understand the mechanism by which the molecules are drawn
up from the bulk liquid it is necessary to study the process at
the molecular level. Modern experimental techniques are able

to record processes at nano/meso scales and tell us what is
occurring but existing explanations of the underlying molecular
mechanism have often been based on intuition and speculation
which may be misleading. For example, it is usually assumed7

that free charges move in response to the electric field and carry
along the (neutral) polymer molecules. However, this intuitive
picture is questionable because it is known that it is possible to
jet even almost pure dielectric liquid, e.g., deionized water or
glycerol.18,19

On the other hand, molecular simulation makes it possible to
bypass the unnecessary micro-/macroscale crossover step,
which involves the use of macroscopic parameters, by studying
directly how microscopic properties pertaining to the chemical
nature of solution components directly influence the process.
At the molecular level, a relatively large number of simulation

studies have previously dealt with problems related to ES. The
behavior of drops (droplets) in a uniform electric field has been
the focus of such studies, and typical problems addressed have
been their deformation potentially ending as fiber, their fission
or disintegration,20−22 or the location of ions within the drop.23

Collisions of droplets with air molecules24 and the process of
vaporization of the bulk fluid have also been investigated.25

Another group of studies has focused on the chemical
properties of the final product and, primarily, on their relation
to the composition of the spinning solution, see, e.g., refs 26
and 27. However, to the best of our knowledge we are unaware
of any study simulating the ES process itself at the atomistic
level. The only related studies have been simulation of an ionic
liquid in an electric field28 and a mesoscale dissipative particle
dynamics simulation of the spinning of the polymer melt.29

ES is a complex process, rapid and far from equilibrium, and
spanning many length and time scales. Due to these different
scales it is not possible to simultaneously model all features of
the entire process by simulations. Proposing three different
methodologies, we thus conduct a feasibility study to assess the
potential of such technique to capture its essential features by
focusing on three small selected regions which we believe are
readily accessible to investigation by simulations. Furthermore,
since there are indications that the polymer molecules play, at
least in some cases, only a passive role, we consider here only
the simplest systems underlying the ES process: pure water and
dilute solutions of NaCl in an electric field of varying strengths
under ambient conditions.
The paper is organized as follows. In the next section we

briefly describe the simulation methodologies employed and
their potential use for different stages of the ES process, along
with the necessary technical details. In section 3 we then
describe and analyze in detail the simulation results.
Conclusions and an outline of suggested further research
comprise section 4.

2. SIMULATION METHODOLOGY
2.1. General Considerations. Monte Carlo (MC) and

molecular dynamics (MD) techniques are the two primary
molecular simulation methodologies. The former method is
best suited to study equilibrium system states, whereas the
latter is well-suited to study time-dependent phenomena.
In Figure 2 we show the selected regions of the NLES

process which are subjected to investigation in this study.
Region (I) is the free surface, and simulations (both MC and
MD) carried out at different “subcritical” strengths of the
electrostatic field may reveal changes on the surface taking
place while the geometrical arrangement of the layer remains

Figure 1. Schematic representation of the electrospinning process
regimes: base (B), linear stable jet (J), whipping instability (W),
collection of fibers (C).
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stable against perturbation by the field. MD simulation of this
region makes it possible to study further dynamical processes
on the liquid surface including the transformation of the liquid
layer into a new stable structure when the initial arrangement
loses stability. Region (II) refers to the apex of the Taylor cone
and the emerging part of the jet. Formation of the jet is studied
by MD simulations. Finally, region (III) may be regarded as a
stable jet, whose properties may be studied by both MC (with
caution) and MD simulations. However, it is also necessary to
distinguish between aqueous electrolyte solutions and neat
water. In the latter case an equilibrium state can be reached and
studied by MC simulation, whereas in the former case there will
always be a flow of particles (ionic conduction) and the MD
methodology must be used.
The above-defined zones also require different method-

ologies to model by molecular simulation, differing in its use of
boundary conditions. We consider the following scheme:
Region (I), the planar interface, is modeled in a slab geometry
with either complete 3D periodic boundary conditions (PBC)
or 2D PBC with a soft impenetrable wall parallel to the liquid
surface; region (II), the apex of the Taylor cone, is modeled
with either 2D PBC with a wall or without periodic dimensions
using a solid supporting plate; and finally, region (III), a
segment of a jet, is modeled with full 3D PBC. Further details
are discussed in the following section 3.
The driving force of the ES process is the electric field,

created by a fixed voltage supply connected to electrodes. We
model this using simulations involving a uniform electrostatic
field parallel to one of the edges of the simulation box. This is
an approximation based on the assumption that the
instantaneous electric field in the studied region, which is a
sum of the external field generated by electrodes and the field
created by the particles outside the simulation box, is constant
and uniform within the length and time scale of the simulated
process. The strength of the external electric field employed in
the simulation box cannot be thus directly related to the voltage
applied between the electrodes in the experiments. The field
used in our simulations went up to 2.5 V/nm.
Although the above-given strength of the field may seem

unusually high, it is fully consistent with other studies, starting
with a study of Svishchev and Kusalik,30 who induced water to
freeze at the field of 1 V/nm. A total alignment of the water
molecules was observed, in simulations, in the field strength of
40 V/nm.31 Practically all other studies of water and other

liquids used the field strength of this order. As for real ES
experiments, the usual voltage applied is between 10 and 30 kV.
A very strong electric field is thus expected around the apex of
the Taylor cone. The exact strength depends on the electrode
separation and the geometry of the apex. Using typical
experimental values, then for a sphere-shaped apex we get for
a rough estimate of the range of the strength of the field values
between 1 and 100 V/nm (for details see, e.g., ref 32). We also
note that when water is subjected to strong electric fields in the
order of 100 MV/m, the dielectric breakdown phenomenon is
observed, see, e.g., the work of Joshi et al.33 The electric fields
applied in our simulations are up to 25 times stronger;
therefore, a question may arise why this phenomenon is not
considered in the simulations. According to the study of
Sklarczyk et al.,34 the breakdown occurs when electrons are
injected from a metal electrode to the conduction band of the
water molecules which occurs at sufficiently high electric fields
on the surface of the electrode. In our simulations, we apply the
strong electric field only to the apex of the Taylor cone where
no electrode is present and we consider the field on the surface
of the electrode (not simulated) by several orders of magnitude
weaker; therefore, electrons are not injected to water and the
breakdown does not occur. Furthermore, as regards real
experiments, the breakdown in water is manifested by luminous
lines called streamers passing sporadically between electrodes,
which however are not observed in the ES experiments.

2.2. Simulation Details. All simulations were performed
using nonpolarizable rigid interaction-site models. Water was
modeled by three-site potentials (TIP3P35 or SPC/E36), i.e., a
rigid molecule with three centers representing the oxygen and
two hydrogen atoms. The oxygen atoms interact via the
Lennard-Jones potential and bear a point charge whereas the
hydrogen sites bear only point charges. Ions are modeled in a
similar way, as Lennard-Jones sites bearing a charge. The
interaction energy between particles (molecules or ions) i and j
assumes thus the form

∑
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α β
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where qk represents the generalized coordinates of particle k, Rij
denotes the distance between the Lennard-Jones sites, Qγ is the
electrostatic charge of site γ, rαβ denotes the distance between
Coulombic site α of particle i and site β of particle j, and the
summation runs over all possible Coulombic interactions
between particles i and j. The resulting three-site models are
computationally feasible for large-scale simulations while
reproducing simultaneously many structural and thermody-
namic properties of liquid water reasonably well.37 We use force
fields compatible with the employed water force field developed
by Joung and Cheatham.38 For further details of the models
and values of the potential parameters, we refer the reader to
the original papers. For the cross nonelectrostatic interaction
between the water molecule and ion or between counterions,
the standard Lorentz−Berthelot combining rules were applied,
i.e.,

σ σ σ= + ϵ = ϵ ϵ1
2

( ) andij ii jj ij ii jj (2)

Monte Carlo simulations were performed in a canonical
(NVT) ensemble using in-house software. The SPC/E water

Figure 2. Schematic representation of the regions selected for
simulation: Free surface (I), apex of the Taylor cone (II), and stable
jet (III).
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force field and associated Joung and Cheatham ionic force fields
were employed. The Ewald summation method was used to
treat the electrostatic forces. The temperature was set to 298.15
K. Typically, the simulated systems reached equilibrium after
1.5 × 1010 trial moves comprising either translations or
rotations of single molecules, and 2 × 1011 such trial moves
were generated during each MC simulation in total. The
parameters of the trial moves were adjusted to yield acceptance
ratios between 0.2 and 0.4.
Molecular dynamics simulations were performed using the

GROMACS package (version 4.5.5).39,40 A leapfrog integra-
tor41 with time step 1 or 2 fs was employed. The TIP3P water
force field and associated Joung−Cheatham ionic force fields
were used. To account for the long-ranged electrostatic
interactions beyond the cutoff distance the particle-mesh
Ewald method42,43 was used. Typical simulation protocols
involved long equilibration period (≥1 ns) with a thermostat
(usually set to 298.15 K), shorter equilibration (50 ps) in the
microcanonical ensemble, and a production run (>100 ps) in a
uniform electric field with intensity of the order of 1 V/nm.
Simulations with a reduced number of periodic dimensions

involved the use of solid underlays: an endless smooth
impenetrable wall or a finite-size supporting platelet. The
smooth wall is realized by a 9−3 type potential, and the plate by
a rigid square grid of LJ centers. The parameter values in both
cases are arbitrary and are not specifically adjusted to represent
any real solid material, as the role of solid underlay is only to
substitute the nonsimulated part of the liquid.

3. RESULTS AND DISCUSSION
Each set of simulations using a specific type of boundary
conditions represents an independent study, and it is therefore
convenient to arrange the results according to the number of
periodic dimensions, i.e., 3, 2, and 0, corresponding to
subsections 3.1, 3.2, and 3.3 in the following.
3.1. Full Periodic Boundary Conditions. 3.1.1. Thin

Liquid Film. The simulation of region (I) does not pose any
sever problems and is qualitatively similar to the simulation of
the vapor−liquid equilibrium with an explicit interface. Below a
certain magnitude of the electric field intensity, the liquid
surface remains stable and no dynamical processes as, e.g.,
pulling fibers (molecules) out of the solution occur. We carried
out both MC and MD simulations. The schematic Figure 3
gives a caricature of a potential realization of the simulation of
this region.
The basic simulation cell is surrounded by its identical

replicas due to PBC in all directions. Molecules form an endless
horizontal liquid layer indicated by the shadowed rectangle.
The thickness of the layer in the simulation must be sufficiently
large to allow for neglecting the mutual interaction of the
surfaces. An implementation of this type of simulation with the
electric field originally perpendicular to the liquid surface and
parallel to one of the simulation cell edges is shown in Figure 4
for an aqueous solution of NaCl of molality m = 0.524 mol/kg
and external field E = 0.1 V/nm.
At these conditions no liquid surface instability was observed

and various physical quantities may be evaluated for use in
phenomenological theories and for intuitive explanations and
understanding. These include, e.g., the surface tension or the
dependence of the solution composition on the distance from
the surface. A series of such simulations at different field
strengths provides the dependence of the quantities on the
strength of the applied field and this dependence may

contribute to qualitative understanding. As an example of a
possible output, we show in Figure 5 the dependence of density
of different species along the cross-section of the slab.
When a series of such simulations with gradually increasing

field strength is carried out, we observe that at sufficiently
strong fields the liquid surface loses its stability. Very
pronounced structures resembling swaying “tentacles” appear
at stronger electric fields. Eventually, the liquid becomes
rearranged into a cylindrical structure with its axis parallel to
the field. Due to the PBC, the cylinder represents an endless
fiber. An implementation of such a simulation is demonstrated
in Figure 6 by a series of snapshots of the aqueous solution of
NaCl at the applied electric field E = 1.5 V/nm.

3.1.2. Segment of a Jet. One may relate the simulated
endless cylinder to a jet created during electrospinning, i.e.,
stage (J), but this relation is not as simple as in the case of the
simulation of the surface. In reality, the jet is subject to changes

Figure 3. Schematic representation of the simulation of the thin liquid
layer.

Figure 4. Snapshot of a typical configuration obtained by the Monte
Carlo simulation of a thin liquid layer. NaCl aqueous solution at
molality m = 0.524 mol/kg and the external field E = 0.1 V/nm.
Colored spheres represent atoms and ions as follows: red−oxygen,
white−hydrogen, blue−sodium cation, and cyan−chloride anion.
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caused by evaporation, collisions with molecules of air, etc. This
type of simulation must be therefore carried out with care and
under the assumption that the mentioned effects and processes
do not qualitatively affect the properties of the fiber jet. An
example of the properties one can investigate, at least
qualitatively, is the distribution and orientation of the molecules
within the fiber jet as a function of the specified conditions.
3.2. 2D Periodic Boundary Conditions. The 2D PBC can

be used for studying both regions (I) and (II). In the former
case, they complement the full 3D PBC arrangement with no
considerable difference between the two methods. On the other
hand, the 2D PBC (combined with a wall) methodology

appears to be truly beneficial in the investigation of the apex of
the Taylor cone, i. e., region (II) of Figure 2, which can be
conducted according to the scheme depicted in Figure 7.

Since with this choice of simulation cell the cone crosses
several simulation cell walls it is convenient to apply the PBC in
directions perpendicular to the external electric field. The
remaining part of the cone may be replaced by a solid wall
repeating itself due to the periodic conditions, represented by
the black rectangle in Figure 7. The initial configuration can be
generated by the simulation of a liquid layer, similarly to the
simulation of the stable liquid surface discussed in subsection
3.1. The applied electric field brings about a deformation of the
surface, which results in the formation of a number of
protruding structures suggestive of the embryos of the
macroscopic jets observed in electrospinning, cf. Figure 6a.
This evolution is similar to the situation discussed in the
preceding subsection, but in this case only a single liquid

Figure 5. Number density profiles of different components along the
cross-section of the thin liquid layer obtained by the Monte Carlo
simulation of NaCl solution at molality m = 0.524 mol/kg and the
external field E = 0.1 V/nm.

Figure 6. Time sequence of snapshots for the NaCl solution at the applied electric field E = 1.5 V/nm showing transformation of a liquid layer to a
cylindrical structure. (a) System soon after the field is applied, at t = 15 ps; (b) column of water formed from the layer, t = 48 ps; (c) final cylindrical
structure, t = 185 ps. For the meaning of the colored spheres, see the caption for Figure 4

Figure 7. Schematic representation of the simulation of the apex of the
Taylor cone and the initial part of the jet using periodic boundary
conditions. The black rectangle represents an infinite solid wall.
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surface is exposed and thus able to form protrusions. This is
certainly a more appropriate model for the real situation during
electrospinning. Some of the embryos keep growing whereas
other vanish. In most cases we can observe the formation of
one dominant and growing conical structure developing into a
jet.
A typical implementation of such a simulation for the

aqueous solution of NaCl is demonstrated by snapshots in
Figure 8 where we compare the development for two solutions
of different concentrations. In Figure 8a, a dilute solution was
simulated, which resulted in the formation of the stable jet,
whereas in the case of a concentrated solution we observed
disintegration of the jet into droplets; see Figure 8b.
3.3. Nonperiodic Boundary Conditions. Region (II) may

be also simulated according to the scheme depicted in Figure 9.
Such a simulation is similar to that depicted in Figure 7. The
apex of the cone from which the jet originates is included in the

simulation and the remaining part of the Taylor cone is also
approximated by a solid wall. However, no periodicity is
considered in this scheme. It is convenient to start the
simulation in this geometry by placing a condensed sample of
the water molecules on an underlay, with subsequent
equilibration without the external electric field. It is then
possible to claim that the droplet obtained in this way
represents the apex of the Taylor cone before the instant when
the jet occurs. After switching on the electric field the droplet
becomes deformedelongates in the direction of the field
and one may observe instability resulting either in a pointed jet
or a spray of droplets. An advantage of this type of simulation is
the absence of the periodic images, which in the previous cases
caused an increased computational cost and possibly also
unphysical effects on the development of the jet. An example of
the implementation of this simulation is demonstrated in
Figure 10 showing pure water in a series of snapshots at
different times.

4. CONCLUSIONS
We have used molecular simulations to model selected parts of
the needleless process of spinning from a free liquid surface
under the effect of a strong external electric field to examine to
what extent they can contribute to the molecular level
understanding of the process. For simplicity, we have
considered in this feasibility study only pure water and a dilute
solution of sodium chloride. Three different methodologies
have been used to investigate the electrospinning process, using
both Monte Carlo and molecular dynamics methods. All the
simulations provided mutually consistent results in qualitative
agreement with experiment demonstrating the potential of
simulations to provide understanding of the selected parts of
the actual electrospinning process from the molecular point of
view. The present study thus opens the way for further
systematic research on the electrospinning process considering
more realistic models incorporating also polymers and
involving detailed structural analysis.

Figure 8. Snapshots of configurations obtained for NaCl aqueous solutions of different concentration at the applied field E = 1.5 V/nm. (a) Low
concentrated solution (t = 101 ps) and (b) solution of a higher concentration when the instability of the jet is observed (t = 356 ps). For the
meaning of the colored spheres, see the caption for Figure 4

Figure 9. Schematic representation of the simulation of the apex of the
Taylor cone and the initial part of the jet without the use of periodic
boundary conditions. The black rectangle represents a solid underlay.
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The simulations showed how a sufficiently strong external
field can lead to destabilization of the liquid surface, resulting in
the protrusion of pointed structures resembling macroscopic
jets observed in electrospinning. There are two potential
subsequent scenarios: The structure (i) keeps growing, which
may be identified with the embryos of fibers or (ii) disintegrates
into droplets, which may be identified with electrospraying.
Whereas in the case of pure water only scenario (i) is observed,
in the case of aqueous NaCl solutions both (i) and (ii) occur
depending on the electrolyte concentration. The latter case
reveals the role of ions and points to a balance between the
strength of the external field and ion concentration as primary
factors affecting the process.
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